Abstract—Endoscopic camera for surgical navigation and 3D visualization requires precise and stable estimates of the calibration parameters. The estimation of the hand-eye transform between the camera frame and the opto-tracked body of the endoscope is an important issue of the calibration. This paper presents a new stable method for the hand-eye calibration problem. The most popular method estimates the transform directly in the special euclidean group $SE(3)$ by computing separately the rotation and the translation. The second famous approach formulates the problem in the dual quaternion space and estimates jointly the rotation and the translation. In a first glance, the simultaneous estimation seems to be always advantageous. However, and according to the experiments, this is not the case for the rotation estimation that is affected by the noise in translation. Our approach takes advantage of the both methods and uses the dual quaternion to estimate separately the rotation and the translation. We show experimentally that our algorithm is more stable with minimal number and small amplitude of motions.¹

I. INTRODUCTION

Developing a vision system for minimal invasive computer aided surgery requires precise calibration of the endoscopic camera. Besides knowing the intrinsics [2], we further constrain the problem by tracking the poses of the camera body using an opto-sensor. However, in order to register the pre-operative models of organs we need to recover the 3D motion of the camera reference frame. Since the camera body and the camera reference frame are not coincident we need to estimate the rigid displacement between them.

Determining such displacement is known as the hand-eye calibration, see Fig. (1). This problem initially arose in robotics when a camera was mounted on a robot to measure 2D and 3D geometric relationships among different viewed objects [13]. It has been applied in several contexts: for instance, in sensor based motion planning [14] in order to automatically determine the optimum positions of the sensor so that all the desired features can be viewed while taking care of problems of occlusion, depth of focus, field of view, etc. We can cite also in grasping an object [1], where even if the vision system is able to determine the relative pose of the object to the camera, it is necessary that the robot knows how to place the manipulator to grasp it.
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simultaneously solve for the translation and rotation using a screw representation of the problem. The most famous method is proposed by [6] where dual quaternions are used to encode the screw representation of the hand-eye problem. 

(iii) Estimation including camera intrinsics : The hand-eye transform and the camera intrinsics are simultaneously estimated in a global iterative optimization step [7]. In this paper we assume that the camera intrinsics have been previously estimated [2]. Therefore, we will not consider this method in the comparative analysis.

The hand-eye calibration applied to the context of endoscopy has specificities: (i) the translation components of the motions A and B are usually small (below 10 cm) due to the close range image characteristics of the device, (ii) the calibration has to be performed by a non-expert in the operating room [12], which requires the method to be robust with a minimum number of motions.

We ran several experiments and observed that under such considerations, neither the separated estimation in $SE(3)$, nor the joint estimation using dual quaternions, lead to a satisfactory result. The first method provides good estimates for the rotation. However the results for translation are rather inaccurate because of the small motions. In the second method, the rotation enables to constraint the translation estimate leading to better results in translation. Unfortunately, and since rotation and translation are determined at the same time, the latter seems to have a negative impact in the former, and the results for rotation are more inaccurate than the ones obtained with the first method.

The main contribution of this work is a robust hand-eye calibration algorithm with small amplitude and minimal number of motions. The proposed method overcomes the detected difficulties by taking the advantages of both classic methods. It uses the dual quaternion formulation of the problem because it offers a stable representation of the translation as a shifting along the rotation axis. It estimates separately the rotation and the translation for mainly two reasons: 

1. The rotation part is fully self-characterized through the trace property. 
2. The noise in translation badly affects the rotation in a joint estimation. The method, although designed for hand-eye calibration in medical endoscopy, can be successfully applied in other contexts of hand-eye calibration.

A. Structure and Notation

This paper is organized as follows: Section II introduces a brief review about quaternions and dual quaternions. Section III presents the separated estimation in $SE(3)$ using quaternions. Section IV states the formulation of the problem in the dual quaternion space and gives a sight of the classic approach solution. Section V presents the proposed approach. Finally, sections VI and VII present synthetic and real experiments within discussion and comments.

Quaternions are represented by lowercase bold font (e.g. $\mathbf{q}$). Matrices are denoted by uppercase sans serif font (e.g. $A$). Vectors providing a direction in 3D are represented using plain lowercase topped by an arrow (e.g. $\vec{l}$). For convenience, and given two $3 \times 1$ vectors $\vec{l}$ and $\vec{m}$, the dot product is indicated either using $\cdot$ or using regular matrix/vector multiplication (e.g. $<\vec{l},\vec{m}> = \vec{l}^T \vec{m}$) and the cross product is carried either using the symbol $\times$ or using the skew symmetric matrix (e.g. $\vec{l} \times \vec{m} = [\vec{l}]_x \vec{m}$). For sake of simplicity, $||\cdot||_2$ denotes the vector norm 2 either in $\mathbb{R}^3$ or in $\mathbb{R}^4$. In both cases, the concerned space will be mentioned.

II. Background

A. Representation of rotations using quaternions

A quaternion $\mathbf{q} \in \mathbb{Q}$ is a quadruplet of real numbers [9] that can be split in a scalar $q_0$ and a 3D vector component $\vec{q}$:

$$\mathbf{q} = \begin{pmatrix} q_0 \\ \vec{q} \end{pmatrix}$$

(2)

The conjugate quaternion $\mathbf{q}^*$ of $\mathbf{q}$ is defined as :

$$\mathbf{q}^* = \begin{pmatrix} q_0 \\ -\vec{q} \end{pmatrix}$$

(3)

The product of two quaternions $a$ and $b$ is defined as follows :

$$a \cdot b = \begin{pmatrix} a_0 b_0 - \vec{a}^T \vec{b} \\ a_0 \vec{b} + b_0 \vec{a} + \vec{a} \times \vec{b} \end{pmatrix}$$

(4)

A quaternion $q$ represents uniquely a rotation matrix $\mathbf{R} \in SO(3)$ if and only if it is a unit quaternion :

$$\mathbf{q}^* \cdot \mathbf{q} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$$

(5)

This condition encodes the orthogonal constraint fulfilled by the $SO(3)$ matrices. Since a rotation matrix has 3 degrees of freedom (DOF), this constraint defines a 3 dimensional sub-manifold in the 4D quaternion space. The one-to-one mapping from $SO(3)$ to this sub-manifold is given by :

$$\mathbf{q} = \begin{pmatrix} \sin(\frac{\theta}{2}) \\ \cos(\frac{\theta}{2}) \vec{l} \end{pmatrix}$$

(6)

Where $\vec{l} \in \mathbb{R}^3$ (with $||\vec{l}|| = 1$) is the rotation axis and $\theta \in [-\pi, \pi]$ is the rotation angle. The composition product of rotations is represented as a quaternion product and the inverse rotation is represented as the conjugate quaternion.

B. Representation of rigid motions using dual quaternions

Consider a rigid motion in $SE(3)$ represented by a $4 \times 4$ matrix $\mathbf{T}$ with 6 DOF (3 DOF for the rotation $\mathbf{R}$ and 3 DOF for the translation $\vec{t}$) :

$$\mathbf{T} = \begin{pmatrix} \mathbf{R} & \vec{l} \\ 0 & 1 \end{pmatrix}$$

(7)

Any rigid motion $\mathbf{T}$ can be carried by assuming a rotation of an angle $\theta$ around a 3D line $\mathbf{s}$, and a translation $\vec{d}$ along this same line (c.f. Chasles theorem[10]). This leads to the screw representation for rigid transformations consisting in a line in 3D space (represented by a $6 \times 1$ vector $\mathbf{s}$ ), a rotation
angle θ, and a pitch value d. For a particular \( T \in SE(3) \) the screw axis is :

\[
s = \left( \begin{array}{c} \vec{l} \\ \tilde{m} \end{array} \right) = \left( \frac{1}{2} [\vec{l}] \times \tilde{I} + \frac{1}{2} \cot\left(\frac{\theta}{2}\right) [\vec{l}] \times [\vec{l}] \times \tilde{I} \right)
\]  

(8)

with \( \tilde{I} \) being the translation component, \( \vec{l} \) and \( \theta \) being respectively the axis and the angle of the rotation \( R \). Remark that \( \vec{l} \) and the momentum vector \( \tilde{m} \) are always orthogonal to each other. The pitch \( d \) is given by:

\[
d = \langle \vec{l}, \tilde{I} \rangle
\]  

(9)

In the same manner that a rotation \( R \) can be represented by a quaternion \( q \), a rigid displacement \( T \) can be described using a dual quaternion \( \tilde{q} \). A dual quaternion has the following form:

\[
\tilde{q} = q + \epsilon q' = \left( \begin{array}{c} q_0 \\ q_1 \end{array} \right) + \epsilon \left( \begin{array}{c} q_1' \\ q_0' \end{array} \right)
\]  

(10)

with \( q \) and \( q' \) being quaternions and \( \epsilon \) being a scalar constant such that \( \epsilon^2 = 0 \). \( q \) and \( q' \) are usually referred as the real and the dual components. The conjugate of a dual quaternion \( \tilde{q} \) is defined as:

\[
\tilde{q}^* = q^* + \epsilon q'^*
\]  

(11)

The product of two dual quaternions \( \tilde{a} \) and \( \tilde{b} \) is carried as follows:

\[
\tilde{a} \tilde{b} = (a, b) + \epsilon (a b' + a' b)
\]  

(12)

To represent a \( SE(3) \) element, \( \hat{q} \) has to be a unit dual quaternion:

\[
\hat{q}^* \cdot \hat{q} = \left( \begin{array}{c} 1 \\ 0 \end{array} \right)
\]  

(13)

In other terms, \( q \) has to be a unit quaternion and has to verify an orthogonality condition with \( q' \):

\[
q_0 q_0' + \langle \tilde{q}, \tilde{q}' \rangle = 0,
\]  

(14)

Consider the motion \( T \) and its screw representation discussed above. \( T \) can be represented by a dual quaternion \( \tilde{q} \) where the real component \( q \) is the quaternion corresponding to the rotation \( R \), and where the dual part \( q' \) is:

\[
q' = \left( \begin{array}{c} -\frac{d}{2} \sin\left(\frac{\theta}{2}\right) \\ \sin\left(\frac{\theta}{2}\right) \tilde{m} + \frac{d}{2} \cos\left(\frac{\theta}{2}\right) \tilde{I} \end{array} \right)
\]  

(15)

Let \( A \) and \( B \) be two rigid transformations. The dual quaternion representation of \( T = AB \) is \( \tilde{q} = \tilde{a} \tilde{b} \).

Let \( \tilde{q} \) be a dual quaternion representing a rigid motion. Since the real part \( q \) is the quaternion encoding the rotation, recovering matrix \( \hat{R} \) is trivial. To determine the translational component of the motion we can use the following relation involving the conjugate of \( q \):

\[
\left( \begin{array}{c} 0 \\ \tilde{l} \end{array} \right) = 2 q^* \cdot q'^*
\]  

(16)

### III. Classic Solving in \( SE(3) \)

For one motion of the camera body, the hand-eye formulation of Eq.(1) can be rewritten as:

\[
\begin{pmatrix}
R_A & \tilde{t}_A \\
0_{3 \times 3} & 1
\end{pmatrix}
\begin{pmatrix}
R_X & \tilde{t}_X \\
0_{3 \times 3} & 1
\end{pmatrix}
= \begin{pmatrix}
R_X & \tilde{t}_X \\
0_{3 \times 3} & 1
\end{pmatrix}
\begin{pmatrix}
R_B & \tilde{t}_B \\
0_{3 \times 3} & 1
\end{pmatrix}
\]  

(17)

**A. Solving for rotation**

Considering only the rotation part, it comes that:

\[
R_AR_X = R_X R_B
\]  

(18)

Let \( a, b \) and \( q \) be the quaternions associated with \( R_A, R_B \) and \( R \) respectively. Using the quaternion multiplication it follows:

\[
a \cdot q = b
\]  

(19)

Using the result of Eq.(4), and performing some algebraic operations on Eq. (19) we conclude that:

\[
\begin{pmatrix}
(a_0 - b_0) \\
(a - b)_x
\end{pmatrix}
\begin{pmatrix}
\epsilon(a - b)^T \\
[a + b]_x + (a_0 - b_0)I_3
\end{pmatrix}
= 0
\]  

(20)

\[
K(a, b)q = 0
\]  

(21)

Where \( K(a, b) \) is a \( 4 \times 4 \) matrix defined for each pair of quaternions \( (a, b) \).

Equation (18) is a particular case of a similarity transformation. It is well known that it exists a solution \( X \) iff the trace of \( R_A \) is equal to the trace of \( R_B \) (rotations with the same angle \( \theta \) but different axis). This means that the scalar part of \( a \) and \( b \) are equal \((a_0 = b_0)\), and then the vector parts have the same modulus \(||a|| = ||b||\).

In general the Eq.(21) only admits the trivial solution because \( K(\ldots) \) is full rank. For the case of \( a \) and \( b \) being two rotations with the same angle, matrix \( K(\ldots) \) becomes of rank 3 and there is a valid quaternion solution \( q \) different from zero. The existence of a solution can be understood geometrically. Since \((a_0 = b_0)\) and \(||a|| = ||b||\) then \((a - b)\) is always orthogonal to \((\vec{a} - \vec{b})\). Thus, according to the first line of the matrix \( K(\ldots) \), it comes out that the vector component of the solution \( q \) must be orthogonal to both \( \vec{a} \) and \( \vec{b} \). It can be verified that this information is already encoded in the bottom 3-lines bloc of this matrix. Indeed, it states that \((\vec{a} - \vec{b}) \) and \((\vec{a} + \vec{b}) \) must be collinear which is possible iff \( q \) is orthogonal to both vectors \((\vec{a} - \vec{b})\) and \((\vec{a} + \vec{b})\). These statements allow to discard redundant terms in matrix \( K(\ldots) \) that can be rewritten as:

\[
\tilde{K}(a, b) = \left( \begin{array}{c} \vec{a} - \vec{b} \\ [\vec{a} + \vec{b}]_x \end{array} \right)
\]  

(22)

Where \( \tilde{K}(a, b) \) is a \( 3 \times 4 \) matrix defined for each pair of quaternions \( (a, b) \).

In practice the rotation \( R_A \) and \( R_B \) are measured and, due to the noise, they do not have the same trace. Hence, the full formulation of Eq.(21) is important to balance the scalar condition in presence of noise. The solution \( q \) for the rotation is determined in the least square sense by the SVD decomposition of

\[
L = \begin{pmatrix}
K(a_1, b_1) \\
\vdots \\
K(a_N, b_N)
\end{pmatrix}
\]  

(23)
with $K(a_i, b_i)$, $i = 1, 2, \ldots, N$, being the matrices of the $N$ considered motions $\{(A_1, B_1), \ldots, (A_N, B_N)\}$. Theoretically, only one motion is enough to solve the rotation part, which is not the case for the translation.

### B. Solving for translation

The translation is determined after getting the rotation. Considering the translation part of Eq.(17), it comes that:

$$ \begin{pmatrix} R_A \, I_3 \end{pmatrix} \hat{t}_X = R_X \hat{t}_B - \hat{t}_A $$

(24)

The matrix $(R_A - I_3)$ is of rank 2 because $((R_A - I_3) \hat{t}_A = 0)$, with $\hat{t}_A$ being the translation vector associated to $R_A$. Henceforth, at least $N = 2$ motions are needed to solve for the 3D translation vector. For $N \geq 2$ motions, the solution for the translation $\hat{t}_X$ is formulated as a non-constrained least square problem:

$$ \min_{\hat{t}_X} \left\| \begin{pmatrix} R_{A_1} \, I_3 \\ \vdots \\ R_{A_N} \, I_3 \end{pmatrix} \hat{t}_x - \begin{pmatrix} R_X \, \hat{t}_{B_1} - \hat{t}_{A_1} \\ \vdots \\ R_X \, \hat{t}_{B_N} - \hat{t}_{A_N} \end{pmatrix} \right\|_2 $$

(25)

With $\| \cdot \|_2$ stating for the vector norm 2 in $\mathbb{R}^3$.

The motions need to have at least two non-parallel rotation vectors other way the matrix $D$ will remain of rank 2. Indeed if $\hat{t}_A$ is that common rotation vector, then $(D \hat{t}_A = 0)$. Remark that the hand-eye representation in $SE(3)$ does not give any intrinsic constraint for the 3D translation like it gives for the rotation with the trace condition. According to the experiments, the rotation $R_X$ tends to be well estimated, while $\hat{t}_X$ is very noise-sensitive for a small number of motions with little amplitudes.

### IV. Classic solving using dual quaternion

#### A. General description of the dual quaternion formulation

The key idea of this approach is to simultaneously estimate the rotation and the translation. Let consider the Eq.(1) in $SE(3)$. Let $\hat{a}, \hat{b}$ and $\hat{q}$ be the unit dual quaternions associated with $A$, $B$ and $X$. We can re-write Eq.(1) as:

$$ \hat{a} \, \hat{q} = \hat{q} \, \hat{b} $$

(26)

Taking into account the multiplication of dual quaternions Eq.(12), and splitting the equation in its real and dual parts, it follows that the real part is:

$$ \mathbf{a} \, \mathbf{q} = \mathbf{q} \, \mathbf{b} $$

(27)

and the dual part is:

$$ \mathbf{a}' \, \mathbf{q} + \mathbf{a} \, \mathbf{q}' = \mathbf{q} \, \mathbf{b}' + \mathbf{q}' \, \mathbf{b}, $$

(28)

Remark that the real part equation is similar to Eq.(19).

#### B. Specificity of the classic approach

In [6] it is stated that the scalar part of $\hat{a}$ is equal to the scalar part of $\hat{b}$. According to the screw representation, this means that the motions $A$ and $B$ have the same rotation angle (equality of the real scalar parts) and the same amplitude of pitch (equality of the dual scalar parts). This property is taken into account in the classic solving using dual quaternion to discard redundant equations. Considering the quaternion multiplication of Eq.(4) and the simplification for the redundant parts, the final matrix equation for the classic dual quaternion formulation is obtained as follows:

$$ \begin{pmatrix} \hat{K}(a, b) \\ \hat{K}(a', b') \\ \hat{K}(a, b) \end{pmatrix} \begin{pmatrix} q \\ q' \end{pmatrix} = 0 $$

(29)

With $\hat{K}(\cdot, \cdot)$ being defined previously for Eq.(21). The matrix $M$ is $6 \times 8$ of rank 5 (c.f. [6]). If we assume $N$ motions, then the global linear matrix is constructed as:

$$ P = \begin{pmatrix} M_1 \\ \vdots \\ M_N \end{pmatrix} $$

(30)

$P$ is a $6n \times 8$ matrix that has in general rank 6 in a noise-free case. If all the rotation axis are mutually parallel then the rank falls to 5. In the general case, the algorithm uses a SVD decomposition to deduce the two dual quaternion basis that span the right null space of $P$. The valid quaternion is computed as the intersection of this null space with the subspace of unit dual quaternions represented by Eq.(5) for the real part and Eq.(14) for the dual part.

#### C. Solving method for the classic approach

Let denote the two dual quaternions that generates the right null space of $P$ by $\hat{u}$ and $\hat{v}$. The set of dual quaternion solution of Eq.(30) are described as:

$$ \hat{q} = \alpha_1 \hat{u} + \alpha_2 \hat{v}, \quad \alpha_1, \alpha_2 \in \mathbb{R} $$

(31)

The two real parameters $\alpha_1$ and $\alpha_2$ are sub-optimally determined regarding to the constraints of Eqs. (5, 14). Two second order polynomials $\Gamma_{\hat{u}}, \hat{v}(\lambda)$ and $\Delta_{\hat{u}}, \hat{v}(\lambda)$ are respectively obtained from the unit quaternion condition of Eq.(5) and the orthogonality condition of Eq.(14).

Since $\alpha_1$ and $\alpha_2$ never vanish together, we can set $\lambda = \frac{\alpha_2}{\alpha_1}$. The algorithm solves the second order equation $(\Delta_{\hat{u}}, \hat{v}(\lambda) = 0)$ and from the two obtained solutions picks up the one that maximizes the polynomial function $\Gamma_{\hat{u}}, \hat{v}(\lambda)$. Let consider this solution as being $\lambda_0$, then $\alpha_1$ and $\alpha_2$ are computed as:

$$ \alpha_2 = \frac{1}{\Gamma_{\hat{u}}, \hat{v}(\lambda_0)} \quad \text{and} \quad \alpha_1 = \lambda_0 \alpha_2 $$

(32)

#### D. Discussion

By construction and according to the experiments, this algorithm is not very stable to the noise perturbation. Mainly for three reasons:
It does not use the scalar part in the estimation and in presence of noise the scalar equality is no longer verified.

• Even if the translation is robustly represented through the screw formalism, coupling the estimation makes the rotation part suffer from the noise in the translation estimation. Indeed, in one hand, the rotation is fully characterized by the Eq. (27). In the other hand, in the screw representation the rotation is independent of the translation while the translation depends on the rotation.

• The third reason concerns the constraints for a dual quaternion being unitary. The estimation process suggests to first estimate a two dimensional vector subspace in the dual quaternion space and then compute the intersection of this subspace with the subspace that fulfills the constraint of one-to-one correspondence with $SE(3)$. In a noise-free case or even under small disturbance, this intersection is always one point that corresponds to the solution we are looking for. However, under average noise disturbance there is no guarantee that the intersection is one point. Moreover there is no guarantee that there is an intersection.

V. OUR ALGORITHM: IMPROVED DUAL QUATERNION

A. Specificity of the proposed approach

Given the analysis we drew in the previous sections, the strongest points of our algorithm are the following:

• It uses the dual quaternion formalization of the hand-eye problem that gives a robust representation of the rotation and the translation.

• Since the rotation is independent from the translation in the screw representation and to avoid the influence of the noise of the translation on the rotation we estimate the rotation separately from the translation.

• The calibration uses the scalar parts to balance the estimate.

• The one-to-one conditions of correspondence with $SE(3)$, encoded in Eqs.(5) and (14), are optimally taken into account in the estimation.

B. Solving method for the proposed approach

The real part of the dual quaternion formulation of Eq. (27) follows exactly the formulation of Eq. (21), where the scalar parts are included. The dual part of the dual quaternion formulation of Eq. (28) can be written as:

$$K(a', b') q + K(a, b) q' = 0$$  \hspace{1cm} (33)

The expression of Eq.(33) contains only the dual part $q'$ as unknown. Assuming the same set of $N$ motions used to estimate $q$, we obtain the linear system:

$$L q' = -L' q$$  \hspace{1cm} (34)

Where $L$ is defined in Eq.(23) and $L'$ is defined as:

$$L' = \begin{pmatrix} K(a'_1, b'_1) \\ \vdots \\ K(a'_N, b'_N) \end{pmatrix}$$  \hspace{1cm} (35)

Moreover, to represent a valid translation in $SE(3)$, $q'$ has to obey the constraint of Eq.(14). This can be easily formulated as a least squares problem submitted to a linear constraint:

$$\min_{q' \in Q} ||L q' + L' q||_2$$  \hspace{1cm} (36)

With $||.||_2$ being the vector norm 2 in $\mathbb{R}^4$. Such a system can be easily solved using classic methods [8]. The table below summarizes the steps of the Improved Dual Quaternion approach ”I.D.Q” for hand-eye calibration:

```
Algorithm 1: ”I.D.Q” algorithm for hand-eye calibration
Data: $N$ motions $\{(a_i, a'_i); (b_i, b'_i)\}$, with at least 2 non-parallel rotation axis.
Result: the hand-eye transform.
1. construct the matrix $L$ of Eq.(23), using Eq.(21);
2. compute SVD decomposition of $L$, and deduce the rotation part $q$;
3. construct $L'$ using Eq.(35);
4. compute the dual part $q$ by solving Eq.(36);
5. compute $t_X$ using Eq.(16). $R_X$ is directly computed from $q$.
```

VI. SYNTHETIC EXPERIMENTS

This section reports a set of synthetic experiments for assessing the accuracy of different hand-eye calibration approaches. We evaluate the new method presented in section V, against the direct estimation in $SE(3)$ using the formulation of Tsai and Lenz [11], and the original dual quaternion calibration proposed by Daniilidis [6]. The comparison is performed using simulated camera motions around an initial position. If nothing is stated, the motions are randomly generated from a zero mean uniform distribution with a standard deviation of $50mm$ in translation and 30 degree in the rotation angle.

The three calibration methods are run over the same sequence of $N$ camera motions, and the estimated hand-eye transform is compared against the ground truth. Each experiment is typically repeated 20 times in order to obtain statistically meaningful results. The graphics plot the root mean square (RMS) error for translation amplitude and rotation angle. The mnemonics ”(R, t)”, ”C.D.Q” and ”I.D.Q” denote respectively the direct estimation in $SE(3)$, the Classical Dual Quaternion algorithm, and the novel approach herein proposed. Since ”(R, t)” and ”I.D.Q” estimate the hand-eye rotation in the same manner, the corresponding curves for the error in $\theta$ are overlapped. Please note that the vertical axes of the plots are in base 10 logarithmic scale.

A. Robustness to Noise during Motion Estimation

The motion $A$ of the camera holder (the ”hand”) is typically determined through encoders and/or optical tracking, while the motion $B$ of the camera (the ”eye”) is estimated using visual processing. Since visual estimation is noisy and prone to errors, this set of experiment aims comparing the robustness of the different approaches to disturbances in the
camera motion input. For each run the hand-eye calibration is achieved from a sequence of $N = 9$ motions. The translation and rotation of the camera motion $B$ are disturbed by adding zero mean gaussian noise with increasing standard deviation. Fig. (2) plots the RMS values for the relative error in translation and the absolute error in rotation while estimating the hand-eye transformation. "I.D.Q" shows the best behavior followed by "C.D.Q" in terms of translation estimate. Therefore, the screw representation is more stable to estimate the translation. The rotation results shows that the separated estimation is more stable regarding to noise disturbance.

B. The effect of the number of motions

The hand-eye calibration for an endoscope is intended to be performed by a non-expert in the operating room, which requires the method to be robust with a minimum number of motions. In this experiment, the number of motion is tuned from $N = 2$ to $N = 9$. The motion range is constant and is parametrized as the previous experiment. For the perturbation, we set $\sigma_t = 3 \text{mm}$ and $\sigma_\theta = 1.5 \text{deg}$ which is reasonable in the real experimental conditions. It can be observed in Fig. (3) that all the methods gain in stability when the number of motion increases. However, the proposed method offers better stability for minimal number of motion. Indeed, a high number of motion serves to better stabilize the estimate regarding to the noise. Since our method is robust to noise disturbance it does not need a high $N$ value to give accurate results as the two classic methods do require.

C. The effect of the motion range

In this experiment we aim analyzing how the amplitude of the motion affects the performance of the three methods. The standard deviations of the uniform distributions from which we randomly pick the input motions is increased in successive trials. The introduced noise is constant and follows the parametrization of the previous experiment. Also, the number of motions is constant and is equal to $N = 5$. Fig. (4) shows that "I.D.Q" outperforms the two other methods in terms of accuracy and robustness. Moreover, the $(R, t)$ method suffers of ill-condition matrix under few number of motion or important amount of noise with respect to the range of motion. For the same reasons, the estimation given by the classic dual quaternion is non-stable and can even give imaginary values when solving the equation Eq.(32). Our algorithm bypasses these drawbacks by including the constraints in the linear estimation process.

VII. REAL EXPERIMENTAL RESULTS

This algorithm is implemented upon an endoscopic visual framework for knee surgery. The configuration of the endoscope frame (the "hand" pose) is given by the opto-tracker and the camera pose (the "eye" pose) is estimated through the hand-eye transform Fig. (5). Our issue is to estimate the hand-eye transform between those two frames.

In a real experimental context, a direct accurate measurement of the hand-eye transform is not available. Henceforth, we are going to assess the performance of the hand-eye calibration method with two task-dependent evaluations: The first one, also applied in the classical papers [11] and [6], is the ability to predict the camera pose by using only the Opto-Sensor information. The second assessment is the comparison of the repeatability of the calibration result of the three methods.

For both tasks, the camera was moved 25 times with the amounts of translation and rotation varying between 3 and 60 mm, and 5 deg and 25 deg respectively. The camera calibration was achieved with Bouquet Toolbox [3] that includes pose estimation.
In the first experiment, we split the set of images in two subsets for calibration and prediction. We use the $j = 1, \cdots, 11$ first poses to compute the hand-eye transform for an increasing number of corresponding motions $N = 2 \cdots 10$ (two successive poses are equivalent to one motion). Using the hand-eye estimate for each $N$ and the opto-sensor information we predict the camera poses that correspond to the images $j = 12 \cdots 25$ and we compare them to the ones returned by the camera calibration. The RMS absolute translation and rotation errors are reported in Fig. (5-b,c) for the three methods. For a small amplitude and number of motions the results depend on the noise in the camera poses. However, even with this disturbance the results given by the novel method are more accurate than the two other methods starting from a minimum number of $N = 2$ motions.

In the second experiment, we use the whole set of 25 images to obtain a reference estimate of the hand-eye calibration for each of the three methods. Afterward, the set of 24 motions is subdivided in 8 subsets of 3 motions. For each subset and for each method, we estimate the hand-eye transform and compare the result to the corresponding reference estimate. Fig. (5-d) exhibits the absolute rotation error in function of the absolute translation error. It can be observed that "C.D.Q" shows good repeatability in translation when compared to "(R,t)". On the other hand, "(R,t)" shows better repeatability in rotation when compared with the "C.D.Q". The proposed approach shows the best repeatability in both rotation and translation.

VIII. CONCLUSION

The main contribution of this paper is a robust and stable estimation of the hand-eye pose. Our algorithm uses the entire dual quaternion representation. It estimates the rotation separately from the translation and takes advantage of the quaternion representation of the screw to robustly estimates the translation. Moreover, the involved constraints are optimally taken into account during the estimation process. The simulation results show up the accuracy and the stability of our approach regarding to a small number and amplitude of motions. In the context of an endoscopic calibration, the real experimental results emphasize the high accuracy and repeatability when using our algorithm with three motions.
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